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Description Logics

Synonyms

Terminological systems. Terminological logics. Concept languages.

Glossary

**KR:** Knowledge Representation.

**DLs:** Description Logics; a family of logic-based KR languages for representing knowledge through assertions about concepts, individuals and relationships among them.

**(Logic-based) Semantics:** a way to interpret any statement in a language; logic-based semantics interprets such a statement using operations in mathematical logic.

**Interpretation:** a mathematical structure realizing the semantics of a language, typically consisting of an underlying set (domain of interest) and a mapping from the statements in the language to the set or mathematical operations on it.

**Model:** an interpretation that interprets logical statements in non-contradictory way.

**Individual:** an element of the domain of interest. Individual names are atomic expressions in a DL corresponding to such elements.

**Concept:** a logical expression in a DL corresponding to sets of individuals.
**Class**: synonymous with concept; usually used (instead of concept) in the context of ontology engineering literature.

**Role**: a logical expression in a DL corresponding to a binary relation between individuals.

**Property**: synonymous with role; usually used (instead of role) in the context of ontology engineering literature.

**Axiom**: a statement in a DL that asserts certain constraints that have to be satisfied by some concepts, roles and individuals.

**TBox**: a set of axioms constraining concepts.

**ABox**: a set of axioms constraining particular individuals.

**RBox**: a set of axioms constraining roles.

**KB**: knowledge base; a set of axioms of any kind; can be partitioned into (possibly empty) TBox, ABox, and RBox.

**Reasoning**: a process in which implicit knowledge/facts are inferred from explicit knowledge given through a set of axioms.

**Subsumption**: a reasoning problem that asks, given two concepts, if one concept is subsumed by the other, i.e., if every individual that belongs to the former also belongs to the latter.

**Classification**: a reasoning problem that, given a collection of concepts, corresponds to find the subsumption relationship between any two concepts; the answer of this problem is a subsumption hierarchy among the concepts.

**Open-world Assumption**: a meta-level semantical assumption in which a statement is considered false only when the KB forces it so. This means a lack of knowledge does not imply falsity.
Definition

Description logics is a family of formal, logic-based knowledge representation languages that are used to represent terminological knowledge of a domain of interest through concepts or classes, roles or properties or binary relationships, and individuals. Knowledge bases in description logics consist of logical axioms describing those concepts and roles – hence, the term description – as well as specific assertions regarding particular individuals.

Introduction

Description logics (DLs) [Baader et al 2017, 2007, Krötzsch et al 2012] refer to a family of knowledge representation (KR) languages typically employed for representing terminological knowledge of a domain interest. A terminology as represented in a DL knowledge base (KB) comprises a collection of terms in the form of atomic concepts, roles, and individuals, together with logical axioms that formally define the meaning (semantics) of the terms and constrain their interpretation. Given a DL KB, one can perform reasoning to infer implicit knowledge from the KB. The precise semantics of axioms in a KB allows reasoning to be done in an automated manner.

From a theoretical perspective, DLs can be seen as a fragment of first-order predicate logic, although unlike the latter, reasoning in DLs is typically decidable. From a practical perspective, DLs are prominent as the underlying formalism for the Web Ontology Language (OWL) [Hitzler et al 2010]. Further discussions on reasoning algorithms and OWL, however, are covered under separate titles.

Key Points

Contribution of this chapter covers the following key points.
• DLs is a family of KR languages, which are decidable fragments of first-order predic-
ticate logic.

• DLs trace their origin to network-based structures such as semantic networks and frame systems, which are prominent in the 1970s.

• DL syntax is given in the form of concepts, roles, and individuals. Concepts are also known as classes, while roles are also known as properties or binary relationships. DL syntax admits various constructs that can be used to form complex concept and role expressions. These constructs include Boolean constructs and several types of restrictions of roles with concepts. Using these concept and role expressions, DL syntax allow for KBs to be constructed as a set of axioms comprising those that describe general knowledge (intensional) and those that describe specific knowledge (extensional) about particular individuals.

• DL semantics is given in the form of interpretation, which itself consists of a non-empty set and a mapping from the syntactic elements to elements of, subsets of, or binary relations over the set.

• Standard reasoning tasks in DLs include concept and KB satisfiability, concept subsumption and classification, as well as instance checking and conjunctive query answering. Reasoning algorithms that solve these reasoning tasks include structural subsumption algorithms, tableau-based algorithms, completion-based algorithms, and Datalog-based algorithms. These algorithms are implemented in the form of various DL reasoners.

• DLs are prominent due to the fact that several DLs underpin the Web Ontology Language (OWL), which has been made a standard by W3C.

• Besides a close relationship with first-order predicate logic, DLs also possess a close relationship with modal logics, as well as with object-oriented and database modeling languages.
Historical Background

DLs owe their origin to research in \textit{semantic networks} [Quillian 1967] and \textit{frame systems} [Minsky 1981] in 1970s. Both were prominent examples of \textit{network-based structures} in which the structure of the network captures sets of individuals and relationships between them. Such network structures were often motivated by some human-centric, cognitive intuitions, and thus were considered more appealing and practical than logic-based systems. Unfortunately, this advantage of such systems is also a weakness because the lack of precise semantic characterization of the ad-hoc structures and reasoning procedures cause identical-looking structures to behave differently in different situations.

The realization that such network structures could benefit from a more precise semantic characterization led to the work by Hayes [1979], Brachman [1977], and Brachman [1979]. The first recognized that the core features of frame systems can be given a first-order logic semantics, while the latter two studied a similar idea for semantic networks. This line of work culminated in the design of the Kl-One system [Brachman and Schmolze 1985], signaling the transition from semantic networks to a more well-founded \textit{terminological} or \textit{description logics}.

Work on Kl-One brought us the key notions that now constitute description logics such as the notions of concepts, roles, restrictions of roles with concepts via, e.g., value restrictions, number restrictions, TBox, ABox, as well as inference problems of subsumption and classification. Following this work, theoretical research were done by examining theoretical properties of the terminological logics from KL-One and other early systems, mainly inspired by the work of Brachman and Levesque [1984]. The main lesson was that there is a trade-off between the expressivity of a DL language and the complexity of reasoning with it. After Kl-One, DL systems until early 1990s mainly employed so-called \textit{structural subsumption algorithms}, which work by first normalizing the concept description and then performing the syntactic structure of the normal-
ized descriptions recursively, for example, as implemented in K-Rep [Mays et al 1991], BACK [Peltason 1991], and Loom [MacGregor 1991]. These algorithms are usually efficient (polynomial), but only complete for inexpressive DLs; for more expressive DLs, they are not capable of detecting all existing subsumption relationships. The CLASSIC system attempted to cover more expressive DLs while maintaining completeness by carefully restricting the types of DL construct allowed in the language [Brachman et al 1991].

The development of tableau-based algorithms [Schmidt-Schauß and Smolka 1991, Hollunder et al 1990, Donini et al 1991a] for DLs signified the next phase of research in DLs. These algorithms do not just work for expressive DLs, but they are also complete for them. These algorithms do not compute concept subsumption directly, but rather, reduce it to knowledge base consistency problem, and then work by attempting to construct a model for the KB. Such algorithms terminate either when a canonical model of the KB is found or all attempts to construct such a model fail due to logical contradiction. Example of systems in this phase include KRIS [Baader and Hollunder 1991] and CRACK [Franconi 1998]. Theoretical developments also led to a comprehensive analysis of the complexity of reasoning in various DLs [Donini et al 1991a,b, 1992] and the recognition of the close relation between DLs and modal logics [Schild 1991].

The above developments paved the way for more modern DL systems that either employ highly optimized tableau-based decision procedures [Horrocks et al 1999, Horrocks and Sattler 1999] or translation to modal logics [De Giacomo and Lenzerini 1994, 1996]. The former led to implementations such as RACE [Haarslev and Möller 1999] and FaCT [Horrocks 1998], which behave well in practice on large KBs. Later developments also led to renewed focus on tractable DLs with completion-based algorithms [Baader et al 2005] and reasoning algorithms based on translation into Datalog rules [Krötzsch 2010]. In recent years, implementation of reasoning algorithms for DLs
have achieved industrial-level maturity, signified by systems such as Pellet [Sirin et al 2007], Hermit [Glimm et al 2014], FaCT++ [Tsarkov and Horrocks 2006], RACER [Haarslev et al 2012], ELK [Kazakov et al 2014], and Konclude [Steigmiller et al 2014].

**DL Syntax and Semantics**

Knowledge is represented through DL KBs which consist of axioms composed from expressions, called concepts, roles, and the always-atomic individual names. Non-atomic concepts and roles are constructed from the atomic ones using various constructors admitted by particular DL in consideration. The semantics is realized via interpretations, each is a pair \( \mathcal{I} = (\Delta^\mathcal{I}, \cdot^\mathcal{I}) \) where \( \Delta^\mathcal{I} \), called the domain, is a non-empty (possibly infinite) set of individuals, and \( \cdot^\mathcal{I} \), called the interpretation function, maps each atomic concept \( A \) to a set of individuals \( A^\mathcal{I} \subseteq \Delta^\mathcal{I} \), each atomic role \( R \) to a binary relation \( R^\mathcal{I} \subseteq \Delta^\mathcal{I} \times \Delta^\mathcal{I} \), and each individual name \( a \) to an individual \( a^\mathcal{I} \in \Delta^\mathcal{I} \). The semantics of non-atomic concepts and roles are then obtained by extending the mapping \( \cdot^\mathcal{I} \) depending on which constructor is used to built them. Table 1 lists the syntax and semantics of some prominent DL constructors.

A DL KB consists of a set of axioms that can be categorized as TBox, ABox and RBox axioms. TBox and RBox axioms describe general knowledge about concepts and roles, respectively. On the other hand, ABox axioms describe specific knowledge in the form of membership of an individual in a concept and relationships between individuals through a role. Semantics of axioms are provided as criteria for which they are satisfied by an interpretation \( \mathcal{I} \) as given in Table 2. Note that \( \text{Fun}(R) \) is equivalent to the concept inclusion \( \top \sqsubseteq (\leq 1R.C) \), \( \text{Tra}(R) \) is equivalent to the general role inclusion \( R \circ R \sqsubseteq R \), and \( \text{Sym}(R) \) is equivalent to the role equivalence \( R \equiv R^\mathcal{C} \).

The following simple examples provide better intuition on how DLs are used to represent knowledge. The axiom \( \text{Man} \equiv \text{Human} \sqcap \text{Male} \) asserts that a man is
Table 1. Common DL concept and role constructors where $C, D$ are (possibly non-atomic) concepts, $R, S$ are (possibly non-atomic) roles, $a$ is an individual name, $n$ is a nonnegative integer, and for a set $M$, $|M|$ is the cardinality of $M$.

<table>
<thead>
<tr>
<th>Name</th>
<th>Syntax</th>
<th>Semantics based on an interpretation $\mathcal{I} = (\Delta^\mathcal{I}, \cdot^\mathcal{I})$</th>
</tr>
</thead>
<tbody>
<tr>
<td>top and concept</td>
<td>$\top, \bot$</td>
<td>$\Delta^\mathcal{I}, \emptyset$</td>
</tr>
<tr>
<td>nominal</td>
<td>${a}$</td>
<td>${a^{\mathcal{I}}}$</td>
</tr>
<tr>
<td>concept intersection &amp; union</td>
<td>$C \cap D, C \cup D$</td>
<td>$C^{\mathcal{I}} \cap D^{\mathcal{I}}, C^{\mathcal{I}} \cup D^{\mathcal{I}}$</td>
</tr>
<tr>
<td>concept complement</td>
<td>$\neg C$</td>
<td>$\Delta^\mathcal{I} \setminus C^{\mathcal{I}}$</td>
</tr>
<tr>
<td>value/universal restriction</td>
<td>$\forall R.C$</td>
<td>${x \mid \forall y : (x, y) \in R^{\mathcal{I}} \text{ implies } y \in C^{\mathcal{I}}}$</td>
</tr>
<tr>
<td>existential restriction</td>
<td>$\exists R.C$</td>
<td>${x \mid \exists y : (x, y) \in R^{\mathcal{I}} \text{ and } y \in C^{\mathcal{I}}}$</td>
</tr>
<tr>
<td>number (at-least) restriction</td>
<td>$\geq n R.C$</td>
<td>${x \mid {y \mid (x, y) \in R^{\mathcal{I}} \text{ and } y \in C^{\mathcal{I}}} \geq n}$</td>
</tr>
<tr>
<td>number (at-most) restriction</td>
<td>$\leq n R.C$</td>
<td>${x \mid {y \mid (x, y) \in R^{\mathcal{I}} \text{ and } y \in C^{\mathcal{I}}} \leq n}$</td>
</tr>
<tr>
<td>universal role</td>
<td>$U$</td>
<td>$\Delta^\mathcal{I} \times \Delta^\mathcal{I}$</td>
</tr>
<tr>
<td>inverse role</td>
<td>$R^-$</td>
<td>${(x, y) \mid (y, x) \in R^{\mathcal{I}}}$</td>
</tr>
<tr>
<td>role intersection</td>
<td>$R \cap S$</td>
<td>$R^{\mathcal{I}} \cap S^{\mathcal{I}}$</td>
</tr>
</tbody>
</table>

Precisely a male human. The axiom $\text{Father} \equiv \text{Man} \cap \exists \text{hasChild.Human}$ asserts that a father is precisely a man who has a human child. Meanwhile, $\text{Woman} \sqsubseteq \text{Human} \cap \neg \text{Man}$ asserts that a woman is a human that is not a man, and $\text{Mother} \equiv \text{Woman} \cap \exists \text{hasChild.Human}$ states that a mother is a woman who has a human child. To say that having parent is an inverse relationship of having a child, one can state $\text{hasParent} \sqsubseteq \text{hasChild}^-$. Thus, one can also define a child as a human who has either a father or a mother using axiom $\text{Child} \sqsubseteq \text{Human} \cap \exists \text{hasParent.(Father} \sqcup \text{Mother})$. Furthermore, the axioms $\text{Son} \equiv \text{Child} \cap \text{Male}$ and $\text{Daughter} \equiv \text{Child} \cap \neg \text{Son}$ define the concepts son and daughter. If one asserts that a father-with-many-sons must have at least three sons, then this axiom can be used: $\text{FatherWithManySons} \sqsubseteq \text{Father} \cap \geq 3 \text{hasChild.Son}$. Meanwhile, the axiom $\text{Father} \cap \forall \text{hasChild.}\neg \text{Son} \sqsubseteq \text{FatherWithoutSons}$ asserts that a father who has no son is a father-without-sons.
Table 2. Axioms in DLs. $A$ is a concept name, $C, D$ are concepts, $R(i), R, S$ are roles.

<table>
<thead>
<tr>
<th>Name</th>
<th>Syntax</th>
<th>Satisfaction Criteria</th>
</tr>
</thead>
<tbody>
<tr>
<td>concept definition (TBox)</td>
<td>$A \equiv C$</td>
<td>$A^I = C^I$</td>
</tr>
<tr>
<td>concept inclusion (TBox)</td>
<td>$C \sqsubseteq D$</td>
<td>$C^I \sqsubseteq D^I$</td>
</tr>
<tr>
<td>concept assertion (ABox)</td>
<td>$C(a)$</td>
<td>$a^I \in C^I$</td>
</tr>
<tr>
<td>role assertion (ABox)</td>
<td>$R(a, b)$</td>
<td>$\langle a^I, b^I \rangle \in R^I$</td>
</tr>
<tr>
<td>negative role assertion</td>
<td>$\neg R(a, b)$</td>
<td>$\langle a^I, b^I \rangle \notin R^I$</td>
</tr>
<tr>
<td>role equivalence (RBox)</td>
<td>$R \equiv S$</td>
<td>$R^I = S^I$</td>
</tr>
<tr>
<td>role hierarchy (RBox)</td>
<td>$R \sqsubseteq S$</td>
<td>$R^I \subseteq S^I$</td>
</tr>
<tr>
<td>general role inclusion (RBox)</td>
<td>$R_1 \circ \cdots \circ R_k \sqsubseteq S$</td>
<td>$R_1^I \circ \cdots \circ R_k^I \subseteq S^I$ where ‘$\circ$’ is binary composition of relation</td>
</tr>
<tr>
<td>role functionality, transitivity (RBox)</td>
<td>$\text{Fun}(R), \text{Tra}(R)$</td>
<td>$R^I$ is functional, transitive,</td>
</tr>
<tr>
<td>role symmetry, asymmetry (RBox)</td>
<td>$\text{Sym}(R), \text{Asy}(R)$</td>
<td>$R^I$ is symmetric, asymmetric,</td>
</tr>
<tr>
<td>role reflexivity, irreflexivity (RBox)</td>
<td>$\text{Ref}(R), \text{Irr}(R)$</td>
<td>$R^I$ is reflexive, irreflexive</td>
</tr>
</tbody>
</table>

To assert specific statements for particular individuals, one can use ABox assertions. For instance, $\text{FatherWithoutSons}(\text{bill})$ asserts that Bill is a father-without-sons. To say that Bill has a child, called Chelsea, one can assert $\text{hasChild}(\text{bill}, \text{chelsea})$.

Reasoning in DLs

Based on the semantics of axioms, there are a few basic notions which form the core of reasoning in DLs: satisfiability/consistency checking, subsumption checking and instance checking. First, any set of axioms (including TBoxes, ABoxes, RBoxes, and KBs in general) is satisfiable or consistent if it has a model. A model of a set of axioms is an interpretation $\mathcal{I}$ that satisfies all of its axioms. Satisfaction criteria for each type of axiom can be found in Table 2. KB satisfiability/consistency problem is thus a reasoning problem of deciding whether a given KB is consistent. One may also be interested in
concept satisfiability which is deciding whether for a given concept $C$ and a KB, there is a model $\mathcal{I}$ of the KB such that $C^\mathcal{I} \neq \emptyset$.

Subsumption checking is a problem of deciding whether a concept $C$ is subsumed by a concept $D$ w.r.t. a KB. This holds when $C^\mathcal{I} \subseteq D^\mathcal{I}$ for every model $\mathcal{I}$ of the KB. Note that the subsumption relationship includes not only the ones explicitly stated in the KB (through concept inclusions), but also the ones that can be inferred from it. Computing subsumption among all concept names occurring in a KB is called a classification which allows one to construct the so-called “is-a” hierarchy if a concept name $A$ is subsumed by a concept name $B$, then $A$ is below $B$ in the hierarchy (i.e., every (individual in) $A$ is a (individual in) $B$). The “is-a” hierarchy has also been a key feature in semantic networks and frames.

Instance checking is the problem of deciding whether an individual (name) $a$ belongs to a concept $C$ w.r.t. a KB. This holds when $a^\mathcal{I} \in C^\mathcal{I}$ in every model $\mathcal{I}$ of the KB. This problem places greater emphasis to ABox axioms due to the involvement of explicit individuals. Instance checking can be generalized to conjunctive query entailment: given a KB and a set of expressions $\{C_1(x_1), \ldots, C_m(x_m), R_1(y_1, z_1), \ldots, R_n(y_n, z_n)\}$ where $C_1, \ldots, C_m$ are concepts, $R_1, \ldots, R_n$ are roles, and $x_1, \ldots, x_m, y_1, \ldots, y_n, z_1, \ldots, z_n$ are (not necessarily distinct) variables, find a substitution of those variables with individual names occurring in the KB such that the resulting ABox axioms are satisfied by all model of the KB. This problem is closely related to conjunctive query answering which is important considering many real-life situation in which a huge amount of data (which can be seen as an ABox) is augmented with schematic knowledge (in the form of TBox or RBox). Note also the resemblance with notions of query answering from the study of databases, although unlike modeling in databases which are characterized with closed-world assumption and finiteness of the domain, DLs are distinguished with open-world assumption and possible non-finiteness of the domain.
Some Notable DLs

- **$\mathcal{ALC}$** [Baader and Nutt 2007]: simplest Boolean-closed DL that admits top and bottom concept; concept intersection, union, and complement; value and existential restrictions; TBox axioms; and ABox axioms. Reasoning is ExpTime-complete.

- **$\mathcal{FL}_0$**: simple DL that admits top concept, concept intersection, value restriction, TBox axioms and ABox axioms. It is notable since reasoning is ExpTime-complete, but polynomial if done with an empty KB [Donini 2007, Baader et al 2005].

- **$\mathcal{EL}$**: simple DL that allows top concept, concept intersection, existential restriction, TBox axioms and ABox axioms. It is notable since reasoning is polynomial. In fact, $RO\mathcal{EL}$ (also known as $\mathcal{EL}^{++}$ [Baader et al 2005]), obtained by adding bottom concept, role hierarchy (thus role equivalence), and general role inclusion to $\mathcal{EL}$ is still polynomial. $\mathcal{EL}^{++}$ is adopted for the OWL 2 EL profile of OWL 2 DL standard [Motik et al 2012]. Its sublanguages also found extensive use in biomedical applications.

- **$\mathcal{SHIF}$**: an expressive DL obtained from $\mathcal{ALC}$ by adding role transitivity, role hierarchy, inverse roles, functionality (concepts of the form $\leq 1R$ and axioms of the form $Fun(R)$), role symmetry. This DL underlies the OWL 1 Lite standard and has an ExpTime-complete reasoning [Horrocks and Patel-Schneider 2004, Patel-Schneider et al 2004].

- **$\mathcal{SHOIN}$**: a very expressive DL, obtained from $\mathcal{SHIF}$ by adding unqualified number restrictions and nominals. It underlies the OWL 1 DL standard and has an NExpTime-complete reasoning [Horrocks and Patel-Schneider 2004, Patel-Schneider et al 2004].

- **$\mathcal{SROIQ}$**: very expressive DL, obtained from $\mathcal{SHOIN}$ by adding general role inclusion, qualified number restriction, role asymmetry, role reflexivity and role ir-
reflexivity. It underlies OWL 2 DL and has an N2ExpTime-complete reasoning

Relationships with Other Formalisms

As a logic-based formalism, DLs are related to many other formalisms [Sattler et al
2007]. Many of these correspondences were in fact exploited to derive complexity results
and reasoning algorithms.

Notably, most DLs are a decidable fragment of first-order predicate logic (FOL)
with equality. In fact, many DLs are expressible in either $L^k$ (FOL over unary and
binary predicates with at most $k$ variables) or $C^k$ (like $L^k$, but allows counting quan-
tifiers). In the translation, concepts are translated into FOL formulas with one free
variable in which concept names correspond to unary predicate, role names to binary
predicate and individual names to constants. This relationship also extends to the rule
(i.e., Horn) fragment of FOL. Development of Description Logic Programs [Grosof et al
2003] which is roughly an intersection between DLs and binary Datalog rules has re-
sulted in the OWL 2 RL profile of OWL 2 [Motik et al 2012]. Many other formalisms
have also been proposed to realize integration between rule languages and DLs [Kris-
nadhi et al 2011].

DLs are also strongly related to modal logics [Baader and Lutz 2007]. For example, $\mathcal{ALC}$
can be seen as a notational variant of multi-modal logic $K_m$ in which concept
names correspond to propositional letters, while value and existential restrictions cor-
respond to the modal operators $\Box$ and $\Diamond$. Other close relationships with modal logic
families have also been noted, e.g., with propositional dynamic logics, hybrid logics and
guarded fragments.

Relationships with object-oriented and database modeling languages have also
been observed. For example, Entity Relationship (ER) models can be translated into
DL KBs which enables formally checking for inconsistency. Parts of Unified Modeling Language (UML) specification can also be translated into DL KBs. On the other hand, the need for more expressive query languages over relational database has led to the development of DL-Lite, a family of very simple DLs which can be used to perform very efficient queries. Due to this reason, DL-Lite [Calvanese et al 2007] has been adopted to underlie the OWL 2 QL profile of OWL 2 [Motik et al 2012].

Key Applications

The first category of key applications is not so much application of DLs to a particular domain or problem, but rather, applications built to as practical results of theoretical research in DLs. Belonging to this category are all DL reasoners built to implement reasoning algorithms for DLs. A number of examples of DL reasoners have been mentioned in an earlier section on Historical Background, and the reader can refer to that section to find them.

The second category corresponds to applications of DLs in a particular domain. Such applications are typically built in conjunction with an existing DL reasoner. Arguably, the most prominent application of DLs in this category is the use of DLs as ontology languages, particularly the Web Ontology Language (OWL) 2 [W3C OWL Working Group 2012] and its predecessor OWL 1 [McGuinness and van Harmelen 2004]. As a standardized ontology language, OWL (and thus DL) becomes de facto standard both for several ontologies in particular domains and various applications in which ontology is a key component. For example, OWL is used by ontologies in life science, including the widely used Gene Ontology (GO), Microarray Gene Expression Data (MGED), the US National Cancer Institute (NCI) Thesaurus, the GALEN ontology, and SNOMED ontology. The United Nations Food and Agriculture Organization (FAO) employed OWL to develop a number of ontologies in agriculture and fisheries
domains. In geoscience, NASA developed the Semantic Web for Earth and Environmental Terminology (SWEET) ontologies. There are many more examples in industry and other domains where OWL is used as the de facto ontology language. The reader is welcome to consult the cross-referenced chapter on OWL to find more examples of such applications.

Another type of applications closely related to the use of DLs as ontology languages is the use of DLs as a layer of conceptualization on top of relational databases and semi-structured data models, such as Web data, spreadsheets, etc. The idea is that a DL can provide the user with language constructs that are closer to the way the user conceptualizes the domain of discourse compared to the way the data are actually modeled in the lower level, hence eases the data access. Applications in this area fall into the so-called ontology-based data access (OBDA), which among others, motivated the development of DL-Lite and the OWL 2 QL Profile mentioned in the preceding section.

**Future Directions**

From a theoretical perspective, many fundamental questions relevant to DLs as KR languages have been answered or investigated. Consequently, study of DLs has been subtly shifting toward topics that are more applied in nature, particularly concerning the use of DLs for data access and integration, non-standard inferences in DLs, extension of DLs beyond classical logics such as with probabilistic, fuzzy, temporal, or spatial formalisms. This trend has been spotted in recent years and it is reasonable to assume that it will continue.
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Recommended Reading

- [Baader et al 2007] is the standard text for DLs; covers almost all major results in DLs, written in semi-textbook style; requires some basics in mathematical logic.

- [Krötzsch et al 2012] is a text intended as a very first reading on DLs without requiring formal logic background.

- [Hitzler et al 2010] is a introductory level textbook in semantic web technologies which also covers significant amount of DLs material, especially in the context of their application in the Semantic Web.

- [Baader et al 2017] is a principled and thorough textbook formally introducing description logics, including mathematical proofs of properties and algorithm correctness.