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Abstract. The amount of data exposed in the form of RDF and OWL
continues to increase exponentially. Some approaches have already been
proposed for the scalable reasoning over several language profiles such
as RDFS, OWL Horst, OWL 2 EL, OWL 2 RL etc. But all those ap-
proaches are limited to the particular ruleset that the reasoner supports.
In this work, we propose the idea for a rule-based distributed reason-
ing framework that can support any given ruleset and highlight some
of the challenges that needs to be solved in order to implement such a
framework.

1 Introduction

The W3C recommendations RDF and OWL, are primarily used to represent data
in the Semantic Web. Large amount of data in these formats is now available
and it only continues to grow. Several billions of RDF triples are available as
Linked Open Data (close to 90 billiorﬂ). Automated generation of OWL axioms
from streaming data [9] and text [I0] can result in very large knowledge bases.
Reasoning is one of the most important operations that can be performed over
OWL and RDF knowledge bases. It is required to infer logical consequences
and to check the consistency of the knowledge base. Reasoning is memory and
compute intensive. So reasoning over large knowledge bases needs a scalable
approach. Currently, all the popular off-the-shelf reasoners work only on a single
machine, possibly with multiple cores. It is not possible for a single machine to
keep up with the growth rate of data. Also, for some reasoning tasks the output
is several times larger than the input. Distributed memory reasoning provides a
viable alternative.

There are some existing approaches for scalable reasoning over each indi-
vidual Semantic Web language profile such as RDFS, OWL Horst, OWL 2 EL,
OWL 2 RL (see Section . Reasoning over ontologies in each of these profiles is
performed using a set of rules that vary with each profile (there is some overlap
among the different rulesets). Generally, the existing solutions are tuned towards
a particular ruleset and are not adaptable to other rulesets. This poses a problem
for users who work with multiple rulesets and also in cases where users need a
scalable solution for a ruleset which does not have a customized approach. In this
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1: s p o (if o is literal) = _mn rdf:type rdfs:Literal
2: p rdfs:domain z & s p o = s rdf:type x
3: p rdfsirange z & s p o = o rdfitype x
4a:spo = s rdf:type rdfs:Resource
4b: spo = o rdf:type rdfs:Resource
5: p rdfs:subPropertyOf g & ¢ rdfs:subPropertyOf » = p rdfs:subPropertyOf r
6: p rdf:type rdf:Property = p rdfs:subPropertyOf p
7: s p o & p rdfs:subPropertyOf ¢ =sqo
8: s rdf:type rdfs:Class = s rdfs:subClassOf rdfs:Resource
9: s rdfitype = & z rdfs:subClassOf y = s rdfitype y
10: s rdf:type rdfs:Class = s rdfs:subClassOf s
11: z rdfs:subClassOf y & y rdfs:subClassof z = « rdfs:subClassOf z
12: p rdf:type rdfs:ContainerMembershipProperty = p rdfs:subPropertyOf rdfs:member
13: o rdf:type rdfs:Datatype = o rdfs:subClassOf rdfs:Literal

Table 1. RDF'S closure rules

paper, we propose the idea for a unified distributed reasoning framework that
can work on any given ruleset. This framework can, not only handle the afore-
mentioned language profiles but also avoids the need to develop a customized
scalable approach for any new ruleset.

2 Challenges

Some of the challenges in the design and implementation of a rule-based dis-
tributed reasoning framework are discussed here.

2.1 Rule dependency analysis

If the input to a rule R;, depends on the output of another rule R;, then the
rule R; is dependent on R;. The more independent the rules are, better can be
the rule distribution among the nodes in the cluster.

A rule dependency graph can be constructed in order to determine the inter-
dependency among the rules. Each vertex represents a rule and an outgoing edge
between vertex v; and v; represents the dependency of vertex v; on v;. Isolated
vertices are independent of each other and can be executed in parallel. For each
vertex v;, all the vertices that are reachable from it are dependent on each other.

RDFS rules from [21] are shown in Table and its dependency graph is shown
in Figure [I} There are several rules that are independent and can be given to
separate nodes in the cluster. Rules 5, 6 and 7 are dependent on each other and
can be grouped together i.e., all the three rules can be executed by one node.
Same holds for the group of rules 9, 2, 3, 10, 11.

On the other hand, rules for &£ [I] are highly inter-dependent and are
difficult to parallelize.
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Fig. 1. RDFS rule dependency graph

2.2 Data distribution

Rule dependency analysis can provide the basis for data distribution. Some rules
are applicable only to a specific type of data and in these cases, it would be easy
to partition the data based on the rule distribution. Cases such as rules 4a, 4b
and 6 in Table [1| should be handled differently since they are applicable to the
entire dataset. These rules should be run on all the nodes of the cluster so as
to avoid data overloading. Heuristics such as number of variables in a rule in
proportion to the constants could be used to determine such type of rules.

2.3 Rule implementation

Interpreting different rulesets will be very difficult for the framework. Instead,
rulesets should be converted to a common domain specific language (DSL) that is
supported by the framework. This DSL should be able to define the vocabulary,
syntax and semantics of the language to be used.

For the choice of DSL, there are some options. 1) general purpose rule lan-
guages such as RETE, Datalog and Prolog. 2) or a custom DSL for the rules
supported by the framework. DSL should support the declaration of variables
and constants in the rules.

3 Evaluation Plan

The rule-based distributed reasoning framework can be evaluated along the lines
of adaptation and extension.

— There are several existing specialized and scalable reasoners for rulesets such
as RDFS (WebPIE, Cichlid), OWL Horst (QueryPIE) and OWL 2 EL (Dis-
tEL). The framework should be able to handle these rulesets. The perfor-
mance of the general purpose framework in comparison to the specialized
ones remains to be seen.

— The framework should be able to take in a new ruleset and provide sound
and complete inference over the given data.
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4 Related Work

There are several language profiles in the Semantic Web that support rule-based
reasoning. Other reasoning approaches such as tableau algorithms are not con-
sidered here. Scalable reasoning approaches such as parallel shared memory rea-
soning to distributed shared-nothing reasoning exist.

RDFS has around 34 inference (entailment) rules including simple, exten-
sional and datatype entailment rules [3]. Almost all of the existing work on scal-
able RDFS entailment (closure) computation considers only a subset of these
rules. Marvin computes the closure of RDF triples using a peer-to-peer model
[16]. In [22], triples are distributed across the cluster by making a distinction
between the schema and instance triples. Finding closure becomes an embar-
rassingly parallel computation. Several other scalable approaches exist for RDFS
closure computation [211416].

OWL Horst (also known as pD*) [5] extends RDFS entailment rules to in-
clude reasoning with datatypes from a given datatype map D. Rule partitioning
and data partitioning strategies are explored in [I9] for computing closure over
OWL Horst knowledge base. QueryPIE [20] is a backward chaining distributed
reasoner that supports OWL Horst reasoning over large knowledge bases. A
recent Apache Spark implementation of RDFS and OWL Horst rules named
Cichlid, is 10 times faster than state-of-the-art implementations [2].

OWL 2 RL [11] is further extension of pD* and has several entailment rules.
A scalable OWL 2 RL inference engine has been implemented inside a relational
database system (Oracle) in [§]. QueryPIE has partial support for OWL 2 RL.

The description logic underlying OWL 2 EL is &£71 and there are 11 com-
pletion rules ([I]) for classification (computing the subsumption hierarchy of all
concepts). Three approaches to distributed E£ reasoning were discussed in [13]
including MapReduce [15]. Among them, the most efficient system named Dis-
tEL, follows a peer-to-peer model that uses rule partitioning based on the axiom
types [I4]. Though not distributed, parallelization of OWL 2 EL classification
has been studied in [7JI8].

There are some existing generic rule-based scalable reasoning approaches.
RETE implementation on GPUs for RDFS and OWL Horst rulesets is shown
n [I7]. Another alternative is to convert different rulesets into datalog rules.
A parallel implementation of datalog programs with application to RDFS rules
is shown in [I2]. A distributed approach for either of these two has not been
developed yet.

5 Conclusion

There are different rulesets for different language profiles and there are scalable
approaches for many of these rulesets. However, such a specialized scalable rea-
soner does not work on other rulesets. A general purpose rule-based distributed
reasoning framework is proposed here to fill that gap. This framework provides
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more flexibility in terms of rulesets but there could be a possible loss in perfor-
mance when compared to specialized scalable reasoners. A proper evaluation of
the framework is required in order to determine its flexibility and performance.

The next step is to choose the appropriate DSL by checking the advantages

and disadvantages of RETE, Datalog and Prolog. After this, we plan to proceed
with the implementation of rest of the pieces in the framework.
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